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A secure network server wherein both the forwarding process 
and the receiving process are created upon connection initial 
ization, and the receiving process is held off from communi 
cating with the source host until the forwarding process has 
created a connection with the destination host. This solves the 
problem of message loss when the destination host is 
unreachable. 
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1. 

DATA TRANSFER BETWEEN NETWORKS 
OPERATING AT DIFFERENT SECURITY 

LEVELS 

BACKGROUND OF THE INVENTION 

This invention relates to data transfer between networks 
operating at different security levels. 
A known Secure Network Server (SNS) integrates net 

works and components operating at different security classi 
fication levels. In that known system, separate processes, 
called the receiving and forwarding processes, were respec 
tively used to communicate with the Source and destination 
hosts. These two processes were completely isolated from 
each other, with no backward flow of information. Messages 
received by the process communicating with the source host 
were forwarded to a trusted process that would dynamically 
spawn a process to communicate with the destination host for 
each message. 
The foregoing approach has two drawbacks: (1) if the 

destination host were not available or crashes during the 
transfer, the source host will never know, and may act as if the 
messages had been reliably delivered; and (2) the creation of 
the forwarding process for each message and passing the 
messages through an intermediate trusted process reduces 
message throughput. 

There is a need to develop an architecture, design and 
implementation that improves the reliability of data transfer 
between networks. 

BRIEF DESCRIPTION OF THE INVENTION 

The invention is directed to a secure network server 
wherein both the forwarding process and the receiving pro 
cess are created upon connection initialization, and the 
receiving process is held off from communicating with the 
Source host until the forwarding process has created a con 
nection with the destination host. This solves the problem of 
message loss when the destination host is unreachable. 
More specifically, one aspect of the invention is a secure 

network server for transferring data between networks oper 
ating at different security levels, said server being pro 
grammed to perform the following steps: (a) establishing a 
connection with a source host having a first security level; (b) 
creating a receiving process and a forwarding process in 
response to initiation of said connection; (c) Subsequent to 
step (b), establishing a connection between said forwarding 
process and a destination host, said destination host having a 
second security level different than said first security level; 
(d) sending a message from said forwarding process to said 
receiving process indicating that said connection between 
said forwarding process and said destination host has been 
established; (e) establishing a connection between said 
receiving process and said source host, (f) transmitting data 
from said source host to said receiving process only if said 
message was received by said receiving process; (g) storing 
the transmitted data in a file having a file name: (h) changing 
security data in said file to said second security level; and (i) 
said forwarding process reading the data from said changed 
file and forwarding the read data to said destination host. 
The foregoing Solution allows the forwarding process to 

signal abort conditions to the receiving process when the 
destination host sends a reset message or becomes unreach 
able (e.g., crashes or loses network connectivity). The abort 
signal enables the receiving process to senda reset message to 
the source host to signal the end of the connection and abnor 
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2 
mal connection termination. This notifies the source host of 
potential loss of data, which cannot be avoided under these 
conditions. 

Other aspects of the invention are disclosed and claimed 
below. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram showing the data flow in an SNS system 
having hierarchical management. 

FIG. 2 is a diagram showing a TCP session established in 
an SNS for proxy write-up from a lower-sensitivity-level host 
to a higher-sensitivity-level host. 

FIG. 3 is a diagram showing a TCP session established in 
an SNS for proxy downgrade from a higher-sensitivity-level 
host to a lower-sensitivity-level host. 

FIG. 4 is a block diagram showing an exemplary SNS 
configuration. 

Reference will now be made to the drawings in which 
similar elements in different drawings bear the same refer 
ence numerals. 

DETAILED DESCRIPTION OF THE INVENTION 

The Secure Network Server (SNS) disclosed herein is a 
multilevel secure (MLS) Internet Protocol (IP) filtering 
router, with firewall/guard capabilities, Supporting standard 
protocols, including Transmission Control Protocol (TCP), 
User Datagram Protocol (UDP), IP Control Message Proto 
col (ICMP), and Simple Mail Transfer Protocol (SMTP). 
The SNS provides users the capability to securely inter 

connect different security domains. The SNS serves as a 
filtering router, with the capability to support reliable 
upgrade, and filtered downgrade of data between security 
domains. The SNS supports both single-level and multilevel 
subscriber devices and networks. More specifically, the SNS 
provides the following subscriber device services: (a) support 
for unlabeled single-level interfaces through standard IP pro 
tocol; (b) support for multilevel interfaces through the Com 
mon IP Security Option (CIPSO) labeling standard; (c) IP 
packet filtering, with filtering rules based on IP protocol, IP 
Source address and mask, IP destination address and mask, 
TCP/UDP source and destination ports, and ICMP types; (d) 
routing IP multicast to multiple destinations; (e) e-mail, 
generic TCP, and simple message transfer protocol proxies, 
enabling reliable upgrade and filtered downgrade of data; and 
(f) generic filtering capability for fixed format messages, 
email and XML messages. Filtering rules are defined in a file 
downloaded to the SNS. 
The SNS provides the following network management 

(NM) services: (a) control of one or more SNSs through a 
single network management node; (b) Support for "warm 
spare’ approach to fail-over of the network management 
node; (c) administrative control of SNS security and network 
ing features through a command line interface; (d) review of 
network audit and monitor trails through the command line 
interface; (e) real-time streaming of SNS audit data to an 
attached audit server, (f) separation of duty between security 
and network administration of the system; and (g) SNS con 
trol. 
The SNS in accordance with the disclosed embodiment 

connects to Subscriber devices using standard Ethernet oper 
ating at 10/100 Mbps, plus Gbps Ethernet. A system of SNSs 
comprises multiple chasses interconnected through a private 
inter-SNS trunk (indicated in FIG. 1 by the cloud labeled 
“TRANSMISSION MEDIUM). One of the SNSs is desig 
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nated as the current NM node. Alternate NM nodes can be 
used, but only one can be active at a time. 

At the network layer, the SNS in accordance with the 
disclosed embodiment supports standard IP and ICMP. The 
SNS routing mechanisms support both unicast and multicast 
IP. For multicast IP, the SNS enables users to enter multicast 
delivery through one or more SNSs to multiple networks or 
devices. 
At the transport level, the SNS in accordance with the 

disclosed embodiment can route any protocol that resides 
atop IP. In particular, the SNS provides proxies for TCP-based 
applications, enabling reliable upgrade and downgrade for 
these applications. The SNS in accordance with the disclosed 
embodiment provides three application proxies: SMTP, TCP, 
and a simple message transfer protocol. All three provide 
reliable upgrade. The SNS in accordance with the disclosed 
embodiment also provides content filtering for both upgrade 
and downgrade of messages. The SMTP proxy enables filter 
ing based on e-mail addresses. Content filters for e-mail, TCP 
and the simple message transfer protocol are defined using an 
offline Java-based tool. Constraints can be defined for e-mail, 
fixed format binary messages or XML messages. Constraints 
include range validation for numeric fields, validation against 
a specified list of alternatives for any field, and dirty word 
filtering for text fields. The filters can be configured to either 
alter or remove Some message fields. Messages that fail to 
meet the criteria specified are logged and discarded. 
The SNS in accordance with the disclosed embodiment 

uses a distributed NM approach, with a centralized NM node 
providing system-level monitoring and control, and distrib 
uted NM software in the SNSs providing local management 
support. Any SNS can serve as the central NM node. Multiple 
NM nodes are supported, provided they have compatible 
configuration databases. Only one NM node can be active at 
a time. An NM node is made active through a single command 
at the network administrator console. The SNS in active NM 
mode uses its private inter-SNS trunk to manage the other 
SNSS. 

In addition to the NM node, the SNS provides an optional 
audit server interface, enabling audit and monitor data to be 
transferred in real-time to an attached device. 

The NM central node provides a command line interface 
that separates the security and network administrative func 
tions. NM also provides a utility console that can be used for 
backup and recovery of the system configuration, as well as 
archive of the system audit and monitor trails. The command 
line interface is part of the trusted functionality (i.e., NTCB) 
of the SNS that is programmed to operate in a network man 
agement mode. 
The network administrative functions include the follow 

ing: (a) SNS control, including initialization, shut down, and 
restart of subscriber device interfaces, SNSs, the NM inter 
face, and the full SNS system; (b) SNS performance manage 
ment; (c) SNS configuration management, including specifi 
cation of device-to-SNS connectivity and IP filtering rules: 
(d) SNS monitoring, including collection, storage, and dis 
play of SNS status and performance statistics; and (e) SNS 
time, including initialization and distribution of SNS time to 
all SNS nodes in the SNS. 
The security administrative functions include the follow 

ing: (a) security control, including shutdown and restart of 
subscriber device interfaces, SNSs, and the full SNS system; 
(b) security configuration management, including establish 
ment and maintenance of a database of user privileges, device 
sensitivity ranges, and other SNS Security parameters; (c) 
security monitoring, including collection, storage, and dis 
play of Security audit data, and generation of real-time Secu 
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4 
rity alarms; (d) user authentication Support, including estab 
lishment and maintenance of a database of user identities and 
passwords, as well as other user data; and (e) translation 
between logical sensitivity level names and the SNS internal 
format. 
The SNS in accordance with the disclosed embodiment 

also enables web-based configuration of filter control files. 
This capability is controlled through the security administra 
tor interface. Administrative personnel use a standard web 
browser to download to the SNS filter control files. The con 
trol files must be approved for use through the command line 
interface to prevent malicious insertion of rule changes. 
The SNS network in accordance with the disclosed 

embodiment comprises a network trusted computing base 
(NTCB), which is designed to act as a reference monitor for 
network resources. The reference monitor requirements are 
that it be of minimal complexity, always invoked on object 
access, and tamper-proof. 
One objective of the SNS is to provide sufficient protection 

mechanisms to provide host-specified session separation. 
This implies that the network must provide a trusted path, as 
well as ensure that process-to-process communication 
between host processes meets the mandatory and discretion 
ary access control policies specified in the TNI. 
An SNS in accordance with the disclosed embodiment 

provides network security functions for host-to-host connec 
tions, and datagram services (IP). Proxied host-to-host con 
nection-oriented communication is provided using TCP, 
SMTP over TCP or a simple messaging service over TCP. 
This includes ensuring that data is not sent (or received) at a 
sensitivity level other than what is permitted for a sender (or 
receiver). Each SNS proxied connection operates at a single 
sensitivity level; however, the network supports multiple con 
nections or sessions at different sensitivity levels. 

All devices (hosts, workstations) attached to the network 
have associated maximum and minimum sensitivity levels. 
The minimum must be at or below the maximum. If the host 
is single-level, the maximum sensitivity level is the same as 
the minimum sensitivity level. Other devices are single-level, 
but may operate at multiple sensitivity levels within their 
range. The device user controls this. The host is responsible 
for ensuring that users can only operate at sensitivity levels 
for which they are cleared. 

In accordance with the disclosed embodiment, hosts or 
remote networks that use IP may be connected to an SNS over 
an IEEE 802.3 interface. IP interfaces may be configured as 
one of (1) IP host, (2) IP router, or (3) audit server. IP hosts 
and routers are provided standard IP service, and can be 
configured as either multilevel or single-level. Single-level IP 
hosts and routers may be configured to be either labeled or 
unlabeled. Audit server hosts are only allowed to receive data 
from the SNS, and are delivered, using standard UDP/IP, SNS 
audit and monitor data and alarms. 

FIG. 1 illustrates the internal SNS design in accordance 
with the disclosed embodiment. The ovals represent tasks and 
task groups while rectangles represent functional compo 
nents, Subsystems or hardware. 
The NM node provides central management of the SNS 

system, including security administrator (SA) and network 
administrator (NA) interfaces to control the status of all net 
work components. Each SNS has a central manager (“SNS 
MANAGEMENT' in FIG. 1) providing direct support for 
network startup, component shutdown and restart, and moni 
tor and audit data collection. Startup, shutdown, and restart 
commands from network management (NM) are sent to the 
SNS central manager and then to the device communications 
task groups (“DEVICE COMM” in FIG. 1). Responses to 
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NM commands and audit data are collected by the SNS cen 
tral manager from the device communications task groups 
and forwarded to NM. 

In accordance with the disclosed embodiment, write-up 
from a lower-level host to a higher-level host is achieved with 
two degrees of reliability. In order of increasing reliability, the 
two write-up methods are (a) IP and UDP; and (b) application 
proxies over TCP. Application proxies support SMTP, TCP, or 
a simple message transfer protocol. IP and UDP are datagram 
services that do not use acknowledgments and are only as 
reliable as the link hardware, transmission medium, and each 
components ability to keep up with the incoming data. 
TCP sessions may be established to a host attached to a 

proxy gateway interface that is operating at a different sensi 
tivity level than the source. The purpose of this capability is to 
enable reliable data transfer from a source at a lower sensi 
tivity level host to a destination host at a higher sensitivity 
level. FIG. 2 shows how these sessions are established 
through the SNS. The source host must initiate the connection 
and specify the connection sensitivity level. The sensitivity 
level specified by the source host must be within its sensitivity 
level range. The destination host must be authorized to par 
ticipate in write-up connections. The SA grants and revokes 
this authorization. The connection establishment and data 
transfer occurs in the following steps: 

(1) On initiation of the connection, the SNS creates both 
task groups needed for the upgrade (G1 and G2 in FIG. 2). 

(2) Task Group G1 sends a message to Task Group G2 to let 
the latter know that Task Group G1 has been created and Task 
Group G2 can complete the connection. 

(3) Task Group G2 establishes the TCP connection with the 
destination host via IP interface task group IP2. 

(4) Task Group G2 then sends a message (e.g., a binary 
value) to Task Group G1 that indicates that the TCP connec 
tion with the destination host has been established. 

(5) In response to receipt of the message indicating that the 
TCP connection with the destination host has been estab 
lished by Task Group G2, Task Group G1 then completes TCP 
connection establishment with the source host via network 
interface task group NI and IP interface task group IP1. In a 
typical write-up connection, the Source host then begins 
transmitting data. 

(6) The Task Group G1 executes the proxy protocol with 
the source host and stores the message locally in the SNS file 
system (“FILE” in FIG. 2). 

(7) Once the message transfer is complete, Task Group G1 
forwards the message to Task Group G2. 

(8) Task Group G2 reads the data from the file and executes 
the proxy protocol with the target host to forward the data to 
the destination host via IP interface task group IP2. 

For the connection to be established as a write-up connec 
tion, the following must be true: (a) The sensitivity level 
specified by the source host must be dominated by the desti 
nation hosts maximum sensitivity level. (2) The destination 
host must be authorized to establish this connection type (i.e., 
the destination host must have write-up privilege, which is 
granted by the network SA) for the write-up to occur. 
The SNS also enables filtering of upgrade messages. The 

process is similar to that described above, however, the SNS 
also creates a third, NTCB, taskgroup that is inserted between 
Task Groups G1 and G2 in FIG. 2. That third task group 
receives messages from Task Group G1 and forwards vali 
dated messages to Task Group G2 for forwarding to the host. 
The process for establishing the connection and transferring 
data is the same as that used for downgrade proxies, described 
hereinafter. 
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6 
The SNS provides filtering of connections from high to 

low. The process is similar to that described above; however, 
for downgrade, there must be a filter task group for the out 
bound interface. For upgrade the filter is optional. The SA 
controls downgrade through multiple mechanisms: (a) The 
sensitivity level specified by the source host must be domi 
nated by the destination hosts maximum downgrade sensi 
tivity level. (b) The outbound interface must be designated by 
the SA as a downgrade interface. (c) The SA must specify 
which proxy type and filter type is to be used at the outbound 
interface based on the TCP port number. (d) The SA must 
specify support files used by the filter. 
The major differences from the above process is that in step 

1, the SNS also creates a third, NTCB filter task group that is 
inserted between Task Groups G1 and G2 in FIG. 3. The 
initialization and reception of messages by Task Group G1 
(steps 1-6) is the same for upgrade and downgrade; however, 
in step 7, where Task Group G1 forwards data, Task Group G1 
sends the data to Task Group F instead, as shown in FIG. 3. 
The Subsequent steps are as follows: 

(7) The filter task group F receives the data from Task 
Group G1. 

(8) The filter task group F filters the databased on the rule 
set specified by the SA. 

(9) On success, the filter task group F forwards the data for 
validated messages to Task Group G2 for forwarding to the 
host. 

(10) Task Group G21 reads the data from the file and 
executes the proxy protocol with the target host to forward the 
data to the destination host via IP interface task group IP2. 

Note that the process for downgrade filtering is identical to 
that for upgrade filtering. The SNS has a standard set of 
proxies and a standard filter. The filter is controlled by a file 
that specifies the filtering rules for the port number for a 
specific interface. 
Custom proxies and filters can be added to the SNS, but 

require additional Software to be integrated into the system. 
Such proxies and filters use a standard framework, so that 
their operation is identical to what is described above. New 
proxies require no modification to the core algorithms in the 
SNS, just changes to the command language to allow speci 
fication of the new proxy. Filters are part of the NTCB, and so 
integrating a new filter is a more significant change to the 
SNS. 

In accordance with the above-described embodiment, both 
the forwarding process and the receiving process are created 
upon connection initialization, and the receiving process is 
held off from communicating with the source host until the 
forwarding process has created a connection with the desti 
nation host. This solves the problem of message loss when the 
destination host is unreachable. 

Hereinafter, how to configure and interconnect automated 
information system components to construct a distributed 
system, using SNSS to connect the components, and achieve 
a desired level of system assurance, will be described. 
Requirements to maintain a high level of system assurance 
using SNSS to interconnect system devices are presented, 
including necessary device characteristics and SA actions. 
FIG. 4 presents an exemplary EAL-7 configuration. 
An SNS supports hosts through an IP host or IP router 

interface. As seen in the exemplary SNS configuration 
depicted in FIG. 4, a multiplicity of secure network servers 
(SNSs), including a Network Management Node SNS, are 
interconnected via a network. The SNS shown in the upper 
row and on the right-hand side of the configuration is con 
nected to a network having an Evaluation ASSurance Level of 
EAL-7 by way of a multilevel CIPSO labeling IP router 
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interface. The SNS shown in the upper row and on the left 
hand side of the configuration is connected to a host computer 
having an Evaluation Assurance Level of EAL-7 by way of a 
multilevel CIPSO labeling IP host interface. The SNS shown 
in the middle row and on the right-hand side of the configu- 5 
ration is connected to a network having an Evaluation ASSur 
ance Level of EAL-3 by way of a single-level IP router 
interface. The SNS shown in the middle row and on the 
left-hand side of the configuration is connected to a worksta 
tion having an Evaluation Assurance Level of EAL-3 by way 10 
of a single-level IP host interface. The SNS shown in the 
lower row and on the left-hand side of the configuration is 
connected to a host computer having an Evaluation Assurance 
Level of EAL-3 by way of a single-level IP host interface. The 
network management node SNS can be accessed by an autho- 15 
rized user via a security administrator (SA) console, a net 
work administrator (NA) console and a utility (UTY) con 
sole. Each host attached to the SNS must provide the 
authentication mechanisms, discretionary access enforce 
ment, and audit mechanisms necessary to meet the system- 20 
level requirements. Hosts attached to the SNS through an 
MLS interface (i.e., the interface's maximum and minimum 
sensitivity levels are not the same) must also provide manda 
tory access controls. The assurance level for such MLS hosts 
must also meet the system-level assurance requirements. That 25 
is, if an MLS attached host is rated as EAL-N, where N is a 
positive integer, then the system provides EAL-N assurance 
for the range of sensitivity levels assigned to that host by the 
system SA. 

If all SNS interfaces to a host (IP) are configured to operate 30 
at the same sensitivity level, then the host is single-level from 
the point of view of the network. A network of single-level 
hosts, connected through a system of SNSS, results in a sys 
tem that has EAL-7 assurance. 

There are two possible scenarios that make a hosts inter- 35 
face to the SNS multilevel: (a) more than one single-level 
interface, where two of the interfaces are configured to oper 
ate at different sensitivity levels; and (2) an IP interface con 
figured to operate at multiple sensitivity levels. In both cases, 
the host must meet the system-level assurance requirements. 40 
Connecting lower assurance multilevel hosts through the 
SNS results in a system where the system-level assurance is 
reduced to that of the lowest assurance MLS host. However, if 
the hosts are constrained by the SNS to small sensitivity 
ranges, the security risk can be reduced. 45 

For IP interfaces, the host’s range of sensitivity levels 
assigned by the SA must be consistent with the sensitivity 
levels assigned by the host administrator to the hosts side of 
the interface. 

In accordance with the disclosed embodiment, the SNS 50 
supports management of SNS filtering rule sets from remote 
hosts. The SA controls which interface can be used for this 
capability by setting the “Trusted Configuration Server con 
trol for the management interface. The SNS enables use of a 
standard web browser to support this feature, plus a custom 55 
Java tool for creating SNS filtering rule sets. The SNS pro 
vides safeguards against compromise through this interface. 
Besides limiting which host interfaces can use this mecha 
nism, the SNS validates all input to ensure that it is valid and 
consistent filtering rules, and requires review by the system 60 
SA before accepting the filtering rule set file into the system. 

Administrators use the Java-based tool to define filtering 
rule sets. These rule sets are downloaded to the SNS over 
HTTP. To support low-assurance hosts performing this man 
agement function and to minimize the complexity of the 65 
SNS’s NTCB, the HTTP web server on the SNS operates as 
a non-NTCB task group. 

8 
Tasks are the principal active entities managed by the 

executive; however, task groups form the unit of encapsula 
tion provided by the executive. Task groups are either NTCB 
or non-NTCB. The executive enforces a policy of complete 
separation of non-NTCB task groups. The executive keeps 
track of which tasks belong to each task group, and ensures 
that non-NTCB task groups do not share data or even com 
municate. 
The security and networking features of each SNS can be 

configured using an HTTP web server task group (non 
NTCB) embedded in the network management SNS. This 
web server is accessible to administrators through a standard 
web browser on a computer that connects to the network 
management SNS via a network. The configuration of an SNS 
can be modified by downloading modified configuration data 
from the web browser on the remote computer to the web 
server on the network management SNS via the HTTP inter 
face. These changes in SNS configuration are reviewed and 
accepted using a command line interface that is part of the 
trusted security functionality of the network management 
SNS. This allows the web server to be outside the SNSS 
trusted security functionality. 

In the disclosed embodiment, the HTTP web server within 
the network management SNS is a standard SNS proxy pro 
cess that is created when an HTTP session is created with the 
network management SNS's router address as the target host. 
The SNS security administrator controls this feature by set 
ting a configuration flag for each Ethernet interface that is 
used as an IP router interface. If the configuration flag is not 
set, the interface will not allow the web server to be created. 
Upon creation, the web server uses a trusted process in the 

network management SNS to read the SNS configuration data 
and present forms to the administrative user over HTTP. The 
administrator uses a standard HTTP web browser at a remote 
computer to enter data in the forms and submit the data to the 
network management SNS. The web server uses the same 
trusted process to place the modified configuration data into 
temporary storage for review by administrators using the 
command line interface of the network management SNS. 
After both network and security administrator review of the 
changes, the changes are accepted into the SNS for use. This 
approach can be used for most SNS configuration parameters. 
Secure Sockets Layer (SSL) and other security mechanisms 
(e.g., user authentication) can be used to provide additional 
security across the Ethernet interface from the SNS to the 
client web browser, although none of these mechanisms is 
required to ensure that the data entered is correct configura 
tion data. 
The executive does not associate sensitivity levels with 

tasks, however, the session manager that creates a single-level 
task group records that task group's sensitivity level. The 
executive does not require any information about sensitivity 
levels, because the policy enforced by the executive is one of 
complete separation and is not based on the sensitivity levels 
of the tasks. All non-NTCB tasks within a task group operate 
at the same sensitivity level. When a task has access to a data 
segment in memory, it has both read and write access. Thus 
the sensitivity level of the data segments to which a non 
NTCB task has access is the same as the task’s sensitivity 
level. NTCB tasks have no sensitivity level. They typically 
provide services that require operation at multiple sensitivity 
levels. All the NTCB tasks are verified to operate securely. 
TCP call gates are provided for filter and application proxy 

taskgroups to initialize, send data to and receive data from the 
network, send files between proxies, and send error reports to 
the IP Interface task group. TCP call gates are called by proxy 
task groups and use the executive. 
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A file system separates a disk into NM and user partitions. 
This separation provides a mechanism that prevents NM from 
having to compete with user task groups for resources. 
A file mover task group is used by the web server task 

group to move files between the NM and user partitions. The 
web server task group enables download offilter rule set files. 
The file mover task group receives file names from the web 
server through an executive mailbox. The file mover task 
group copies a file from the user partition to a temporary 
directory in the NM partition. Files in the temporary directory 
in the NM partition are ready for review by the SA before the 
file can be used in configuring proxies. The file mover Soft 
ware interfaces with web server (via executive), executive, 
and IP interface software. The file mover task group is part of 
the trusted security functionality, while the web server task 
group is part of the non-trusted security functionality of the 
SNS. 
A generic filter process provides filtering for messages 

received in the SNS through non-NTCB proxies. The generic 
filter can filter e-mail, XML messages or fixed format mes 
sages. Filtering is controlled by a message filter task group 
file that specifies filtering rules. Filter task group files are 
assigned to the filter in the proxy table setup by the SA when 
adding proxies. Separate filter task group files can be speci 
fied for separate proxy specifications. The filter taskgroup file 
specifies rules for message fields. For e-mail and XML mes 
sages, fields are defined by tags. For fixed format messages, 
fields are defined by offset into the message. Filter rules 
include type-dependent filters. For number types, range and 
discrete value checks can be specified. Fortext fields, discrete 
values or dirty word searches can be specified. Actions can be 
specified that enable discarding the message, stripping out a 
field for e-mail or XML messages, replacing a field for e-mail 
or XML messages, or Zeroing a field for fixed format mes 
SageS. 
The filter rules can be specific to the source IP address for 

the sender of the message. The filter task group file format 
allows specification of Source address and mask for a set of 
rules. This enables source or interface specific filtering rules. 
The filter task groups interface with the IP software, TCP 
gates, proxy task groups (via TCP gates), and executive. 
Custom filters can be added to the SNS using a filter devel 

opment framework. The framework provides the initializa 
tion and termination Software, so that only a filtering 'c' 
program is needed to provide filtering capabilities. Custom 
filters are used when the generic filter does not provide suf 
ficient functionality. Custom filters alter the NTCB, so their 
use should be minimized. However, the changes are localized 
to just the filtering algorithm, which reduces the Security risk. 
The custom filter task groups interface with the IP software, 
TCP gates, proxy task groups (via TCP gates), and executive. 

Proxy task groups Support a protocol for transfer of data 
through the SNS. The SNS in accordance with the disclosed 
embodiment has the following types of proxies: (a) TCP; (b) 
SMTP; and (c) message transfer protocol. The TCP proxy 
task group forwards TCP segments through the SNS. The 
SMTP proxy task group provides the standard SMTP proto 
col for the IP interface. SMTP messages are forwarded 
through the SNS. 

The SNS disclosed herein is a high-assurance, multi-level 
security (MLS) network guard that enables information shar 
ing across network boundaries, while enforcing established 
security and policy rules. The SNS allows: interconnection of 
single-level networks, hosts, and workstations that operate at 
different levels; connection of single-level networks, hosts, 
and workstations into a multilevel network; separation of 
multi-level components that have different accreditation 
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10 
ranges; routing of data between multilevel and single-level 
networks; one-way transfer of data from a lower security 
enclave to higher security level workstations, hosts, or net 
works; movement of e-mail between multiple security levels 
consistent with security and policy rules as an e-mail firewall; 
one-way transfer of data from a higher security enclave to 
lower security level workstations, hosts, or networks based on 
a predefined downgrade rule set; information upgrade to a 
higher domain; and message downgrade and release to a 
lower domain, Subject to downgrade filter rules. 
The SNS, configured as a high-assurance guard, can be 

used to exchange information between enclaves at different 
security classification levels. Public information from exter 
nal, unclassified networks can be transmitted securely into 
classified networks without compromising sensitive or clas 
sified information. A two-stage proxy Scheme is used within 
the SNS to ensure that unclassified information is transferred 
into the SNS and then upgraded to a classification level appro 
priate to the target network. 

This approach prevents any sensitive or classified informa 
tion from being exposed to the unclassified network by break 
ing the transaction into a “low” process and a “high process 
within the SNS. In this way, the results from processes run 
ning on unclassified systems could be safely used as input to 
other processes running on classified systems. For example, 
real-time weather forecasts could be pulled from public 
Sources and pushed into highly sensitive networks for use in 
operational planning. 
Automated downgrade techniques can be implemented 

within the SNS to facilitate communications from a “high” 
network to a “low” network by adding approved filters to this 
two-stage proxy technique. In this way, a preauthorized set of 
messages could be sent from a classified system to the exter 
nal, unclassified simulations (e.g., situation reports, start. 
pause, and stop commands, etc.) or approved information 
could be downgraded from a classified system for use in an 
unclassified network. 
The SNS supports both single-level and multi-level inter 

faces. Security labels are added and deleted from network 
traffic, as needed, by using the industry standard Commercial 
Internet Protocol Security Options (CIPSO) field in the IP 
header. These CIPSO labels support both hierarchical secu 
rity classification domains and non-hierarchical “need-to 
know’ compartments. This approach Supports current single 
level networks as well as networks containing MLS or 
compartmented workstations. 

Single-level data read into the SNS is tagged internally to 
the SNS using the CIPSO labels. The label assigned is that of 
the interface that the data came from. As the data moves 
through the SNS, the label is revised as appropriate. Assum 
ing the receiving host is single level, then the tag is stripped 
off by the SNS prior to the data being transmitted to the 
receiving host. However, if the receiving host has multilevel 
security, then the CIPSO labels can be retained. 
Many modifications and other embodiments of the inven 

tion will come to mind to one skilled in the art to which this 
invention pertains having the benefit of the teachings pre 
sented in the foregoing descriptions and the associated draw 
ings. Therefore, it is to be understood that the invention is not 
to be limited to the specific embodiments disclosed and that 
modifications and other embodiments are intended to be 
included within the scope of the appended claims. Although 
specific terms are employed herein, they are used in a generic 
and descriptive sense only and not for purposes of limitation. 
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The invention claimed is: 
1. A method of transferring data between networks oper 

ating at different security levels, comprising the following 
steps: 

(a) establishing a session inside a secure network server in 
response to initiation of a connection of a source host to 
said secure network server, said source host being 
located outside said secure network server and having a 
first security level, and said establishing a session com 
prising creating a receiving task group and creating a 
forwarding task group; 

(b) Subsequent to step (a), attempting to establish a con 
nection between said forwarding task group and a des 
tination host, said destination host being located outside 
said secure network server and having a second security 
level different than said first security level; 

(c) Subsequent to step (b), sending a message from said 
forwarding task group to said receiving task group indi 
cating whether or not said connection between said for 
warding task group and said destination host has been 
established; 

(d) in response to receipt of a message from said forward 
ing task group indicating that said connection between 
said forwarding task group and said destination host has 
been established, establishing a connection between 
said receiving task group and said source host that 
allows said receiving task group to receive data trans 
mitted by said source host; 

(e) Subsequent to receipt of said transmitted data from said 
source host, storing said transmitted data in a memory, 
said transmitted data being Stored in a file having a file 
name: 

(f) Subsequent to step (e), changing security data in said file 
to said second security level; 

(g) Subsequent to step (e), sending a message from said 
receiving task group to said forwarding task group, said 
message including said file name; and 

(h) Subsequent to steps (f) and (g), said forwarding task 
group reads the data from said changed file and forwards 
the read data to said destination host, 

wherein said connection between said receiving task group 
and said source host and said connection between said 
forwarding task group and said destination host are 
made at the transport level, said receiving task group 
executes a proxy protocol with said source host, and said 
forwarding task group executes a proxy protocol with 
said destination host. 

2. The method as recited in claim 1, wherein the security 
level of said source host is less than the security level of said 
destination host. 

3. The method as recited in claim 1, wherein the security 
level of said source host is greater than the security level of 
said destination host. 

4. The method as recited in claim 1, further comprising the 
following step performed Subsequent to step (a) and prior to 
step (b): sending a message from said receiving task group to 
said forwarding task group indicating that said receiving task 
group has been created. 

5. The method as recited in claim 1, wherein in response to 
receipt of a message from said forwarding task group indi 
cating that said connection between said forwarding task 
group and said destination host has not been established, said 
receiving task group will not establish a connection with said 
Source host. 
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12 
6. A secure network server system for transferring data 

between networks operating at different security levels, said 
secure network server system being programmed to perform 
the following steps: 

(a) establishing a session inside said secure network server 
in response to initiation of a connection of a source host 
to a secure network server, said source host being 
located outside said secure network server and having a 
first security level, and said establishing a session com 
prising creating a receiving task group and creating a 
forwarding task group; 

(b) Subsequent to step (a), establishing a connection 
between said forwarding task group and a destination 
host, said destination host being located outside said 
secure network server and having a second security level 
different than said first security level; 

(c) Subsequent to step (b), sending a message from said 
forwarding task group to said receiving task group indi 
cating whether or not said connection between said for 
warding task group and said destination host has been 
established; 

(d) in response to receipt of a message from said forward 
ing task group indicating that said connection between 
said forwarding task group and said destination host has 
been established, establishing a connection between 
said receiving task group and said source host that 
allows said receiving task group to receive data trans 
mitted by said source host; 

(e) Subsequent to receipt of said transmitted data from said 
Source host, storing said transmitted data in a memory, 
said transmitted data being Stored in a file having a file 
name: 

(f) Subsequent to step (e), changing security data in said file 
to said second security level; 

(g) Subsequent to step (e), sending a message from said 
receiving task group to said forwarding task group, said 
message including said file name; and 

(h) Subsequent to steps (f) and (g), said forwarding task 
group reads the data from said changed file and forwards 
the read data to said destination host, 

wherein said connection between said receiving task group 
and said source host and said connection between said 
forwarding task group and said destination host are 
made at the transport level, said receiving task group 
executes a proxy protocol with said source host, and said 
forwarding task group executes a proxy protocol with 
said destination host. 

7. The secure network server system as recited in claim 6, 
said secure network server system being further programmed 
to perform the following step Subsequent to step (a) and prior 
to step (b): sending a message from said receiving task group 
to said forwarding task group indicating that said receiving 
task group has been created. 

8. The secure network server system as recited in claim 6, 
wherein in response to receipt of a message from said for 
warding task group indicating that said connection between 
said forwarding task group and said destination host has not 
been established, said receiving task group will not establish 
a connection with said source host. 

9. A method of transferring data between networks oper 
ating at different security levels, comprising the following 
steps: 

(a) establishing a session inside a secure network server in 
response to initiation of a connection of a source host to 
said secure network server, said source host being 
located outside said secure network server and having a 
first security level, and said establishing a session com 
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prising creating a receiving task group, creating a for 
warding task group and creating a filtering task group; 

(b) Subsequent to step (a), attempting to establish a con 
nection between said forwarding task group and a des 
tination host, said destination host being located outside 
said secure network server and having a second security 
level different than said first security level; 

(c) Subsequent to step (b), sending a message from said 
forwarding task group to said receiving task group indi 
cating whether or not said connection between said for 
warding task group and said destination host has been 
established; 

(d) in response to receipt of a message from said forward 
ing task group indicating that said connection between 
said forwarding task group and said destination host has 
been established, establishing a connection between 
said receiving task group and said source host that 
allows said receiving task group to receive data trans 
mitted by said source host; 

(e) Subsequent to receipt of said transmitted data from said 
Source host, forwarding said transmitted data from said 
receiving task group to said filtering task group; 

(f) Subsequent to receipt of said transmitted data from said 
receiving task group, said filtering task group filters said 
transmitted data in accordance with a specified rule set; 

(g) Subsequent to filtering of said transmitted data, said 
filtering task group stores said filtered data in a memory, 
said filtered data being stored in a file having a file name: 

(h) subsequent to step (g), changing security data in said 
file to said second security level; 

(i) Subsequent to step (g), sending a message from said 
filtering task group to said forwarding task group, said 
message including said file name; and 

() Subsequent to steps (h) and (i), said forwarding task 
group reads the data from said changed file and forwards 
the read data to said destination host, 

wherein said connection between said receiving task group 
and said source host and said connection between said 
forwarding task group and said destination host are 
made at the transport level, said receiving task group 
executes a proxy protocol with said source host, and said 
forwarding task group executes a proxy protocol with 
said destination host. 

10. The method as recited in claim 9, further comprising 
the following step performed Subsequent to step (a) and prior 
to step (b): sending a message from said receiving task group 
to said forwarding task group indicating that said receiving 
task group has been created. 

11. The method as recited in claim 9, wherein in response 
to receipt of a message from said forwarding task group 
indicating that said connection between said forwarding task 
group and said destination host has not been established, said 
receiving task group will not establish a connection with said 
Source host. 

12. A secure network server system for transferring data 
between networks operating at different security levels, said 
secure network server system being programmed to perform 
the following steps: 

(a) establishing a session inside said secure network server 
in response to initiation of a connection of a source host 
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14 
to a secure network server, said source host being 
located outside said secure network server and having a 
first security level, and said establishing a session com 
prising creating a receiving task group, creating a for 
warding task group and creating a filtering task group; 

(b) Subsequent to step (a), attempting to establish a con 
nection between said forwarding task group and a des 
tination host, said destination host being located outside 
said secure network server and having a second security 
level different than said first security level; 

(c) Subsequent to step (b), sending a message from said 
forwarding task group to said receiving task group indi 
cating whether or not said connection between said for 
warding task group and said destination host has been 
established; 

(d) in response to receipt of a message from said forward 
ing task group indicating that said connection between 
said forwarding task group and said destination host has 
been established, establishing a connection between 
said receiving task group and said source host that 
allows said receiving task group to receive data trans 
mitted by said source host; 

(e) Subsequent to receipt of said transmitted data from said 
Source host, forwarding said transmitted data from said 
receiving task group to said filtering task group; 

(f) Subsequent to receipt of said transmitted data from said 
receiving taskgroup, said filtering task group filters said 
transmitted data in accordance with a specified rule set; 

(g) Subsequent to filtering of said transmitted data, said 
filtering task group stores said filtered data in a memory, 
said filtered data being stored in a file having a file name: 

(h) subsequent to step (g), changing security data in said 
file to said second security level; 

(i) Subsequent to step (g), sending a message from said 
filtering task group to said forwarding task group, said 
message including said file name; and 

() Subsequent to steps (h) and (i), said forwarding task 
group reads the data from said changed file and forwards 
the read data to said destination host, 

wherein said connection between said receiving task group 
and said source host and said connection between said 
forwarding task group and said destination host are 
made at the transport level, said receiving task group 
executes a proxy protocol with said source host, and said 
forwarding task group executes a proxy protocol with 
said destination host. 

13. The secure network server system as recited in claim 
12, said secure network server system being further pro 
grammed to perform the following step: Subsequent to step 
(a) and prior to step (b), sending a message from said receiv 
ing task group to said forwarding task group indicating that 
said receiving task group has been created. 

14. The secure network server system as recited in claim 
12, wherein in response to receipt of a message from said 
forwarding task group indicating that said connection 
between said forwarding task group and said destination host 
has not been established, said receiving task group will not 
establish a connection with said source host. 


