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(57) ABSTRACT 

A method and an apparatus for registering frames of imaging 
data using Fourier phase matching. Successive image frames 
of pixel data are processed using an image registration 
algorithm. Either image frames or the frames after edge 
detection are transformed into polar-logarithmic coordinates 
in the frequency domain and the phases of the Fourier 
transform of the resulting image representations, after 
inverse Fast Fourier transformation, are matched. The coor 
dinates at the maximum phase difference are used to deter 
mine the Scaling and rotation parameters needed for image 
frame registration. The frequency domain representation of 
one of the image frames is then Scaled and rotated using an 
anti-aliasing algorithm in accordance with those parameters. 
The phase of the result is matched with the phase of the 
frequency domain representation of the other image frame to 
determine the translation parameters needed for image frame 
registration. 

29 Claims, 4 Drawing Sheets 
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IMAGE REGISTRATION USING FOURIER 
PHASE MATCHING 

FIELD OF THE INVENTION 

This invention generally relates to methods for registering 
computer-generated imageS. In particular, the invention 
relates to the registration of images in an ultrasound imaging 
System. 

BACKGROUND OF THE INVENTION 

Conventional ultrasound imaging Systems comprise an 
array of ultraSonic transducer elements arranged in one or 
more rows and driven with Separate Voltages. By Selecting 
the time delay (or phase) and amplitude of the applied 
Voltages, the individual transducer elements in a given row 
can be controlled to produce ultraSonic waves which com 
bine to form a net ultrasonic wave that travels along a 
preferred vector direction and is focused at a Selected point 
along the beam. The beam forming parameters of each of the 
firings may be varied to provide a change in maximum focus 
or otherwise change the content of the received data for each 
firing, e.g., by transmitting Successive beams along the same 
Scan line with the focal point of each beam being shifted 
relative to the focal point of the previous beam. In the case 
of a steered array, by changing the time delays and ampli 
tudes of the applied Voltages, the beam with its focal point 
can be moved in a plane to Scan the object. In the case of a 
linear array, a focused beam directed normal to the array is 
Scanned acroSS the object by translating the aperture acroSS 
the array from one firing to the next. 

The same principles apply when the transducer probe is 
employed to receive the reflected Sound in a receive mode. 
The Voltages produced at the receiving transducer elements 
are Summed So that the net Signal is indicative of the 
ultrasound reflected from a Single focal point in the object. 
AS with the transmission mode, this focused reception of the 
ultraSonic energy is achieved by imparting Separate time 
delay (and/or phase shifts) and gains to the Signal from each 
receiving transducer element. 
A single Scan line (or Small localized group of Scan lines) 

is acquired by transmitting focused ultrasound energy at a 
point in the region of interest, and then receiving the 
reflected energy over time. The focused transmit energy is 
referred to as a transmit beam. During the time after 
transmit, one or more receive beam formers coherently Sum 
the energy received by each channel, with dynamically 
changing phase rotation or delays, to produce peak Sensi 
tivity along the desired Scan lines at ranges proportional to 
the elapsed time. The resulting focused Sensitivity pattern is 
referred to as a receive beam. A Scan line's resolution is a 
result of the directivity of the associated transmit and receive 
beam pair. 
A B-mode ultrasound image is composed of multiple 

image Scan lines. The brightness of a pixel is based on the 
intensity of the echo return from the biological tissue being 
Scanned. The outputs of the receive beam former channels 
are coherently Summed to form a respective pixel intensity 
value for each Sample Volume in the object region or Volume 
of interest. These pixel intensity values are log-compressed 
and Scan-converted to form an image frame of pixel data 
which can be displayed on a monitor. 

Multiple Scans are performed in Succession and multiple 
image frames are displayed at the acoustic frame rate on the 
display monitor. In the case where the Sonographer is 
manipulating the transducer probe by hand, any change in 
the angle (i.e., wobble) of the probe during Scanning will 
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2 
cause corresponding changes in the angle at which the 
transmit beam impinges on the biological tissue being 
imaged. The result is that Some tissue will appear bright 
during one Scan at one angle and dark during another Scan 
at another angle. To compensate for this angle-dependent 
fluctuation in the intensity of the echo Signals reflected by 
the tissue, it is well known to combine the bright regions 
from Successive image frames to form a compound image. 
This process is known as Spatial compounding. The key to 
Successful Spatial compounding of the ultrasound images 
from different angles is to accurately register the ultrasound 
image frames. Errors in image registration during com 
pounding can cause blurring and possibly loSS of the details 
in the original images. 

Several methods have been used successfully in ultra 
Sound image registration, including the minimum Sum of 
absolute differences (MSAD) technique, the correlation 
technique and the landmark matching technique. These 
techniques are based on Spatial domain analysis of image 
features and may be sensitive to noise. The MSAD 
technique, which might be the best among these Spatial 
domain techniques, has the advantages of being simple and 
fast, but it is not accurate in rotational registration, espe 
cially for large rotation angles. The correlation technique is 
computationally very expensive. Also the correlation tech 
nique is prone to error for large rotation angles. The land 
mark matching technique has limited application in ultra 
Sound image registration because it is difficult to do 
automatic registration using this technique. Furthermore, it 
is difficult to deal with Scaling (dilation) using any spatial 
domain technique. 
Thus there is a need for an ultrasound image registration 

technique which is not afflicted with the disadvantages of the 
Spatial domain techniques. 

SUMMARY OF THE INVENTION 

The present invention is a method and an apparatus for 
registration of frames of computer-generated images 
(hereinafter "image registration”). Although the preferred 
embodiment is an ultrasound imaging System in which 
image registration is used to prepare multiple images for 
Spatial compounding or for three-dimensional 
reconstruction, the invention also has application in other 
imaging modalities, Such as computerized tomography and 
magnetic resonance imaging. 
The preferred embodiment of the invention using a tech 

nique which will be referred to herein as “Fourier phase 
matching. This Fourier phase matching technique is per 
formed by a computer after a multiplicity of image frames 
of pixel intensity data have been acquired and Stored, e.g., in 
cine memory. The computer is programmed to perform an 
algorithm on the data of these image frames to achieve 
image registration prior to Spatial compounding or three 
dimensional reconstruction, either of which may also be 
performed by the same computer. The computer may be the 
System host computer or a dedicated processor. In accor 
dance with the preferred embodiments of the invention, the 
image registration algorithm comprises a Fourier phase 
matching technique. 
The image registration technique in accordance with the 

preferred embodiments translates, rotates and Scales each 
image frame of a Succession of frames to achieve registra 
tion with the previous image frame. This Fourier phase 
matching technique is based on the frequency domain 
matched filter (for phase) concept, So it is simple to 
implement, accurate and leSS affected by image noise. This 
method has been used for optical image registration in the 
prior art. 
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In accordance with one preferred embodiment, a Series of 
consecutive image frames are retrieved from the memory of 
an ultrasound imaging System. The image frames are 
Selected by the System operator using an operator interface, 
e.g., a trackball control. Each Selected image frame is 
registered with the previous image frame using the image 
registration algorithm. After image registration, the regis 
tered frames of pixel intensity data are compounded, e.g., by 
Selecting the maximum (i.e., peak) value of the pixel values 
corresponding to a particular pixel position in the respective 
registered image frames or by calculating the mean (i.e., 
average) of the pixel values corresponding to a particular 
pixel position in the respective registered image frames. If 
the maximum pixel value is used, an appropriate normal 
ization may be performed to ensure that the compounded 
image has a desired overall intensity level when displayed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram showing the B-mode Signal 
processing chain for one type of ultrasound imaging System 
in which the present invention can be incorporated. 

FIG. 2 is a block diagram showing the back end of the 
ultrasound imaging System shown in FIG. 1, with the 
addition of a host computer programmed to perform image 
registration in accordance with one preferred embodiment of 
the invention. 

FIG. 3 is a block diagram showing another preferred 
embodiment of the invention having dedicated processors 
for performing image registration and Spatial compounding. 

FIG. 4 is a block diagram showing the Steps of the image 
registration algorithm in accordance with the preferred 
embodiments of the invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

One type of ultrasound imaging System in which the 
present invention can be incorporated is shown in FIG. 1. 
The System comprises a transducer array 2 consisting of a 
plurality of Separately driven transducer elements, each of 
which produces a burst of ultraSonic energy when energized 
by a pulsed waveform produced by a transmitter incorpo 
rated in beam former 4. The ultraSonic energy reflected back 
to transducer array 2 from the object under Study is con 
verted to an electrical Signal by each receiving transducer 
element and applied Separately to a receiver incorporated in 
beam former 4 through a set of transmit/receive (T/R) 
switches (not shown). The transmit and receive beam form 
erS 4 are operated under control of a host computer. A 
complete Scan is performed by acquiring a Series of echoes 
in which the transmitter is gated on momentarily to energize 
each transducer element in the transmit aperture, and the 
Subsequent echo Signals produced by each transducer ele 
ment are applied to the receiver. The receiver combines the 
Separate echo Signals from each transducer element to 
produce a Single echo Signal which is used to produce a line 
in an image on a display monitor 18. 

The receiver's signal inputs are the low-level analog RF 
Signals from the transducer elements. The receiver is respon 
Sible for analog-to-digital conversion and for receive beam 
forming. In baseband imaging Systems, the beamsummed 
Signal is output to a demodulator 6, which converts the 
beamsummed Signal into baseband in-phase I and quadra 
ture Q receive beams. The I and Q acoustic data vectors from 
the demodulator 6 are output to an FIR filter 8, which is 
programmed with filter coefficients from a filter coefficient 
memory (not shown). The filter coefficient memory is pro 
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4 
grammed by the host computer. The demodulator 6 and FIR 
filter 8 are programmed to convert a band of frequencies 
centered at the fundamental frequency f of the transmit 
waveform (or a (sub)harmonic frequency thereof) to base 
band I/O data. 

Vectors of I and Q acoustic data are optionally Subject to 
a TGC/LGC block (not shown), which provides time gain 
and/or lateral gain compensation. Time gain compensation 
fine tunes the image in the axial direction by increasing or 
decreasing gain as a function of depth (time) for all received 
vectors. Lateral gain compensation fine tunes the image in 
the lateral direction by increasing or decreasing gain as a 
function of lateral position (beam or vector position). In the 
former case, gain is controlled in Small rows of the image. 
In the latter case, gain is controlled in Small Sectors of the 
image. 

After filtering, the acoustic data is sent to a B-mode 
processor, which converts the I and Q acoustic data into a 
log-compressed version of the Signal envelope. The B-mode 
processor comprises an envelope detector 10 for forming the 
envelope of the beamsummed receive signal. The envelope 
of a baseband Signal is the magnitude of the vector which I 
and Q represent. The I.Q phase angle is not used in the 
B-mode display. The magnitude (i.e., intensity) of the signal 
is the Square root of the Sum of the Squares of the orthogonal 
components, i.e., (I--Q)'. The envelope of the signal 
undergoes Some additional B-mode processing, Such as 
logarithmic compression (block 12 in FIG. 1). 
The B-mode intensity data is output to a Scan converter 

14, which converts that data into an X-Y format. The 
Scan-converted frames are passed to a Video processor 16, 
which maps the Video data to a gray-Scale mapping for Video 
display. The gray-Scale image frames are then Sent to the 
video monitor 18 for display. The images displayed by the 
Video monitor 18 are produced from an image frame of data 
in which each datum indicates the intensity or brightness of 
a respective pixel in the display. An image frame may, e.g., 
comprise a 256x256 data array in which each intensity 
datum is a multi-bit binary number that indicates pixel 
brightness. The brightness of each pixel on the display 
monitor 18 is continuously refreshed by reading the value of 
its corresponding element in the data array in a well-known 
manner. Each pixel has an intensity value which is a function 
of the backScatter croSS Section of a respective Sample 
Volume in response to interrogating ultrasonic pulses and the 
gray map employed. The displayed image represents the 
tissue and/or blood flow in a plane through the body being 
imaged. 

In another conventional System, the RF signals are 
Summed, equalized and envelope detected without interven 
ing demodulation to baseband. To depict Such a System, it is 
only necessary to remove block 6 from FIG. 1 and connect 
the output of the beam former 4 to the input of the equal 
ization filter 8. It should be appreciated that the invention 
can be employed in both RF and baseband systems. 

Referring to FIG. 2, system control is centered in the host 
computer 20, which accepts operator inputs through an 
operator interface 34 (e.g., a control panel) and in turn 
controls the various subsystems. The host computer 26 
performs System level control functions. A Scan controller 
(not shown) provides real-time (acoustic vector rate) control 
inputs to the various Subsystems. The Scan controller is 
programmed by the host computer with the vector Sequences 
and Synchronization options for acoustic frame acquisitions. 
Thus, the scan controller controls the beam distribution and 
the beam density. The Scan controller transmits the beam 
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parameters defined by the host computer to the Subsystems 
via a Scan control bus (not shown). 

The Scan converter 14 comprises an acoustic line memory 
26 for scan converting B-mode data and an X-Y display 
memory 28 for Storing each frame of Scan-converted data in 
a respective one of a bank of frame memories. The acoustic 
line memory accepts the processed vectors of B-mode 
intensity data and interpolates where necessary, and also 
performs the coordinate transformation of the B-mode inten 
sity data from polar coordinate (R-0) sector format or 
Cartesian coordinate linear format to appropriately Scaled 
Cartesian coordinate display pixel intensity data, which is 
stored in the X-Y display memory. 

Each image frame from the X-Y memory 28 is passed to 
the video processor 16, which converts the pixel intensity 
data to the Video frame rate and then maps the pixel intensity 
data to a gray-Scale mapping for Video display. A conven 
tional ultrasound imaging System typically employs a vari 
ety of gray maps, which are simple transfer functions of the 
raw intensity data to display gray-Scale levels. The gray 
Scale image frames are then Sent to the display monitor 18 
for display. 

Successive frames of display pixel intensity data (i.e., 
data not yet gray-mapped by the Video processor) are stored 
in a cine memory 30 on a first-in, first-out basis. Storage can 
be continuous or as a result of an external trigger event. The 
cine memory 30 is like a circular image buffer that runs in 
the background, capturing image data that is displayed in 
real time to the user. When the user freezes the system (by 
operation of an appropriate device on the operator interface 
34), the user has the capability to view image data previ 
ously captured in cine memory. 

The host computer 20 comprises a central processing unit 
(CPU) 22 and a random access memory 24. The CPU 22 is 
programmed to control the time delays applied by the 
transmit and receive beam formers, the filtering applied by 
the filter, and the mapping applied by the Video processor. 
The host computer also controls the flow of data between the 
X-Y display memory 28, the video processor 16, the cine 
memory 30 and the host computer 20 itself. In particular, the 
flow of data to and from the host computer 20 is indicated 
by the system data bus 32 in FIG. 2. Each frame of pixel 
data, representing one of a multiplicity of Scans or Slices 
through the object being examined, can by retrieved by the 
host computer from the X-Y display memory 28 or from the 
cine memory 30, which Stores a Stack of frames. In accor 
dance with one preferred embodiment of the invention, the 
CPU 22 retrieves two successive image frames (from either 
X-Y display memory 28 or cine memory 30) and then 
performs Fourier phase matching filtering to achieve image 
registration, as described in more detail below. Each regis 
tered image is Stored in memory 24. Upon registration of a 
predetermined number of image frames, the image frames in 
that multiplicity are retrieved from memory 24 and com 
pounded by CPU 22 using a conventional Spatial compound 
ing algorithm, e.g., by Selecting the maximum (i.e., peak) 
value of the pixel values corresponding to a particular pixel 
position in the respective registered image frames or by 
calculating the mean (i.e., average) of the pixel values 
corresponding to a particular pixel position in the respective 
registered image frames. If the maximum pixel value is 
used, an appropriate normalization may be performed to 
ensure that the compounded image has a desired overall 
intensity level when displayed. 
An alternative preferred embodiment for performing 

image registration and Spatial compounding is generally 
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6 
depicted in FIG. 3. In this embodiment, each successive 
image frame from the X-Y display memory 28 is output to 
an image registration circuit 36 comprising buffer memory 
for Storing a predetermined number of image frames and a 
dedicated processor programmed to perform image regis 
tration using the algorithm shown in FIG. 4. The 
in-registration image frames are then output to a spatial 
compounding circuit 38, which comprises buffer memory 
and a dedicated processor programmed to perform Spatial 
compounding. The compound image frame is then output to 
the video processor 16 for video display. 

Referring to FIG. 4, the image registration algorithm in 
accordance with the foregoing preferred embodiments com 
prises the following Steps. The image frame currently 
retrieved from memory is assigned as the test image g(x, y), 
and the previous image frame is assigned as the reference 
image f(x, y), where X and y are the pixel coordinates. The 
test and reference images are optionally both passed through 
an edge detection block 40. The advantages to performing 
edge detection are threefold. First, high pass filtering the 
image removes very Strong low-frequency Signals, which 
can overshadow the high-frequency Signals and possibly 
cause false registration. Second, the intensity modulation 
frequency is eliminated. Some images are intensity modu 
lated due to non-uniform TGC Settings, Speckle noise or 
compounding of multiple images acquired from different 
focusing depths. Third, the Speed of the Subsequent two 
dimensional Fast Fourier transformation (2-D FFT) is 
improved because the resulting images from the edge detec 
tion block are all binary images. However, edge detection is 
not essential to practice of the invention. 
The test and reference images (or edge-detected versions 

thereof) are sent to be Fast Fourier-transformed using a 2-D 
FFT 42. The results are the frequency domain representa 
tions of two images: G(u, v) and F(u, v). To improve the 
efficiency of the 2-D FFT 42, the test and reference image 
data can be combined (in an “even location-odd location” 
separation). Only one 2D FFT is needed to transform both 
test and reference image data because all the data are real. 
After the 2-D FFT, which produces complex data having 
magnitude and phase, the test and reference image data are 
decoupled. In Step 44, the spectral magnitudes (i.e., absolute 
values) of both test and reference images are polar 
logarithmically transformed into image representations as 
g(0, ) and f{(0, ), where 0 is the angle of the polar 
coordinate System in the frequency domain and v=log(O), 
where p is the radial distance of the polar coordinate System 
in the frequency domain. After polar-logarithmic transfor 
mation in step 44, a 2D FFT is performed (step 46) on the 
polar-logarithmic representations of the test and reference 
images, g(0, ) and f/(0,2). The complex results of step 
46, designated G/(S, m) and F/(S, m), are then operated on 
by a Fourier phase matching filter 48, which extracts the 
phase from G/(S, m) and from F?(S, m), determines the 
difference between the extracted phases, performs a two 
dimensional inverse FFT on that phase difference, searches 
for the maximum of the result of that 2-D inverse FFT, and 
determines the X, y coordinates of that maximum, namely, 
X, and y. The Scaling and rotation parameters are 
determined from the coordinates of the detected maximum, 
i.e., the rotation angle C=TC(x,1/N) and the Scaling factor 
O=e”'''', where N and N, are the total re-sample 
numbers along the angular and polar coordinates respec 
tively. 
The test image in the frequency domain, G(u, v), is then 

rotated by an angle -C. and Scaled by a Scaling factor O 
according to the calculated rotation and Scaling parameters 
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C. and O. The test image is re-rotated and re-scaled in the 
frequency domain instead of the original spatial domain in 
order to increase the Speed of the algorithm. This eliminates 
one 2D FFT computation, which is very expensive even for 
a fast CPU or dedicated imaging processor. 
When the host computer or other signal processing unit 

performs these rotation and Scaling operations, it re-samples 
the digital image data using Some Specific interpolation 
method Such as bilinear interpolation. The rotation and 
Scaling are then performed according to the following opera 
tion matrix: 

(1) cosé -sine 
T = O. 

sin8 cost 

where O is the Scaling factor and 0 is the rotation angle. The 
rotation transformation may cause aliasing in the digital 
image due to the fact that the Sampling rate is not high 
enough for those points far away from the origin of the 
rotation, and probably too high for those points close to the 
origin of the rotation. One way to prevent this kind of 
aliasing is to Separate the rotation and Scaling matrix T into 
three consecutive operations: 

T 1 0 Ocosé O 1 g(-6) 
Tige 1 O OSec6 0 1 

(2) 

where H(-0) is the shear transformation along the X axis, 
S(O coS 0, O Sec 0) is the Scaling along both the X and y axes; 
and H,(0) is the inverse shear transformation along the y 
axis. Thus a rotation transformation can be expressed as a 
Sequence of a shear in the X direction, a Scaling in both the 
X and y directions, and an inverse Shear in the y direction. 
These shear and Scaling transformations do not introduce 
any aliasing. Consequently, by Separating the transformation 
matrix T into three basic operations, aliasing can be pre 
vented. These operations are performed by the anti-aliasing 
rotation and scaling block 50 (see FIG. 4). 

The output of the anti-aliasing rotation and Scaling block 
50 is a rotated and Scaled frequency domain representation 
G'(u, v) of the test image. The frequency domain represen 
tations F(u, v) and G'(u, v) are then operated on by a Fourier 
phase matching filter 52, which extracts the phases from F(u, 
v) and G'(u, v), determines the difference between those 
extracted phases, performs a two-dimensional inverse FFT 
on that phase difference, Searches for the maximum of the 
result of that 2-D inverse FFT, and then determines the x,y 
coordinates of that maximum, namely, X, and y. The 
translation parameters are determined from the coordinates 
of the detected maximum, i.e., the X-axis offset X =X, 
and the y-axis offset y =y, 2. 

In the event that features in consecutive image frames 
having very little in common (this may be due to the 
operator moving the probe too fast, causing major anatomi 
cal Structures in one frame being totally absent in the 
following frame), the foregoing method will give incorrect 
rotation, Scaling and translation parameters. To assess or 
predict the correctness of the registration results, the maxi 
mum phase difference determined by block 52 is compared 
to a predetermined threshold, e.g., 0.05, in registration 
accuracy threshold block 54 (see FIG. 4). If the maximum 
value is less than the threshold, then the results may not be 
accurate (indicated by the output labeled NO in FIG. 4). In 
that event, the current registration parameters should not be 
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8 
used, and the System should ignore the current frame and 
process the next frame. Alternatively, the System can 
increase the re-sampling rate in the polar-logarithmic trans 
formation and repeat the algorithm on the current frame until 
the maximum value of the phase difference exceeds the 
predetermined threshold. 

If the threshold is exceeded (indicated by the output 
labeled YES in FIG. 4), the host computer or dedicated 
processor rotates, Scales and translates the test image frame 
in accordance with the calculated parameters to achieve 
registration with the reference image frame. Specifically, the 
test image frame is rotated by the rotation angle -C, Scaled 
with the Scaling factor 1/O, translated in the X-direction by 
the X-axis offset-X, and translated in the y-direction by 
the y-axis offset -yu. The entire process depicted in FIG. 
4 is repeated for each new image frame retrieved from 
memory until the number of in-registration image frames 
equals the number required by the Spatial compounding 
algorithm. 
Although the disclosed preferred embodiments employ 

the image registration technique of the invention as a step 
preliminary to Spatial compounding, it should be apparent 
that the invention is not limited to only this application. For 
example, the image registration technique of the invention 
can be used align a Stack of image frames prior to recon 
Structing a three-dimensional image by pixel projection. 
The foregoing preferred embodiments have been dis 

closed for the purpose of illustration. Variations and modi 
fications of the concept of the invention will be readily 
apparent to perSons skilled in the art. For example, the 
invention also has application in other imaging modalities, 
Such as computerized tomography and magnetic resonance 
imaging. All Such variations and modifications are intended 
to be encompassed by the claims Set forth hereinafter. 
AS used in the claims, the phrase “as a function of is not 

to be construed to mean “as a function of only' what 
follows. For example, in accordance with the foregoing 
definition, the phrase “determine y as a function of x' would 
read on all cases where y was determined as a function of X 
alone or as a function of X and one or more other variables, 
C-9, Z. 
What is claimed is: 
1. A method for image frame registration, comprising the 

Steps of 
Storing first and Second image frames of pixel values, 
transforming Said first and Second image frames into first 

and Second frequency domain representations respec 
tively using a two-dimensional Fast Fourier transfor 
mation; 

processing Said first and Second frequency domain rep 
resentations to determine a rotation parameter and a 
Scaling parameter needed for Said first image frame to 
be in registration with Said Second image frame; 

rotating Said first image frame in accordance with Said 
rotation parameter; and 

Scaling Said first image frame in accordance with Said 
Scaling parameter. 

2. The method as recited in claim 1, further comprising 
the Steps of: 

rotating and Scaling Said first frequency domain represen 
tation in accordance with Shear transformations that are 
a function of Said rotation parameter and a Scaling 
transformation that is a function of Said rotation param 
eter and Said Scaling parameter; 

processing Said rotated and Scaled first frequency domain 
representation and Said Second frequency domain rep 
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resentation to determine first and Second translation 
parameters, and 

translating Said first image frame in first and Second 
directions in accordance with Said first and Second 
translation parameters respectively. 

3. The method as recited in claim 1, wherein said pro 
cessing Step for determining rotation and Scaling parameters 
comprises the Steps of: 

transforming the magnitudes of Said first and Second 
frequency domain representations into polar coordi 
nates in the frequency domain to form first and Second 
polar-logarithmic representations respectively; 

transforming Said first and Second polar-logarithmic rep 
resentations into first and Second Fourier-transformed 
polar-logarithmic representations respectively using a 
two-dimensional Fast Fourier transformation; 

extracting the phase from each of Said first and Second 
Fourier-transformed polar-logarithmic representations, 

transforming a phase difference between Said phases of 
Said first and Second Fourier-transformed polar 
logarithmic representations using a two-dimensional 
inverse Fast Fourier transformation; 

detecting a maximum in Said phase difference; 
determining Said rotation parameter as a function of a first 

coordinate of Said maximum; and 
determining Said Scaling parameter as a function of a 

Second coordinate of Said maximum. 
4. The method as recited in claim 2, wherein Said pro 

cessing Step for determining translation parameters com 
prises the Steps of 

extracting the phase from each of Said rotated and Scaled 
first frequency domain representation and Said Second 
frequency domain representation; 

transforming a phase difference between Said phase of 
Said rotated and Scaled first frequency domain repre 
Sentation and Said phase of Said Second frequency 
domain representation using a two-dimensional inverse 
Fast Fourier transformation; and 

detecting a maximum in Said phase difference, Said first 
and Second translation parameters being first and Sec 
ond coordinates of Said maximum respectively. 

5. The method as recited in claim 4, further comprising 
the Step of comparing Said maximum phase difference to a 
predetermined threshold. 

6. A System for image frame registration comprising: 
a memory for Storing first and Second image frames of 

pixel values, and 
an image registration processor programmed to perform 

the Steps of: 
(a) transforming Said first and Second image frames into 

first and Second frequency domain representations 
respectively using a two-dimensional Fast Fourier 
transformation; 

(b) processing said first and Second frequency domain 
representations to determine a rotation parameter and a 
Scaling parameter needed for Said first image frame to 
be in registration with Said Second image frame; 

(c) rotating said first image frame in accordance with said 
rotation parameter; and 

(d) scaling said first image frame in accordance with said 
Scaling parameter. 

7. The System as recited in claim 6, wherein Said image 
registration processor is further programmed to perform the 
following Steps: 
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10 
(a) rotating and Scaling said first frequency domain rep 

resentation in accordance with Shear transformations 
that are a function of Said rotation parameter and a 
Scaling transformation that is a function of Said rotation 
parameter and Said Scaling parameter; 

(b) processing said rotated and Scaled first frequency 
domain representation and Said Second frequency 
domain representation to determine first and Second 
translation parameters, 

(c) translating said first image frame in first and Second 
directions in accordance with Said first and Second 
translation parameters respectively; and 

(d) Storing said rotated, Scaled and translated first image 
frame in Said memory. 

8. An ultrasound imaging System comprising: 
an ultrasound transducer array comprising a multiplicity 

of transducer elements, 
a transmit beam former for pulsing Selected transducer 

elements during first and Second Series of transmit 
firings constituting first and Second Scans respectively; 

a receive beam former coupled to Selected transducer 
elements of Said transducer array for acquiring a 
respective receive Signal Subsequent to each transmit 
firing; 

a signal processor programmed to form first and Second 
Sets of processed signals from Said receive signals for 
Said first and Second Scans respectively; 

a converter for converting Said first and Second Sets of 
processed Signals into Said first and Second image 
frames respectively; 

a memory for Storing first and Second image frames of 
pixel values, and 

a computer programmed to rotate, Scale and translate said 
Second image frame to be in registration with Said first 
image frame based on phase matching of frequency 
domain representations derived from Said first and 
Second image frames, and produce a final image frame 
of pixel data which is a function of Said first image 
frame and Said rotated, Scaled and translated Second 
image frame; and 

a display device comprising a multiplicity of pixels for 
displaying Said final image frame. 

9. An ultrasound imaging System comprising: 
a memory for Storing first and Second image frames of 

ultrasound pixel data; 
a computer programmed to rotate, Scale and translate Said 

Second image frame to be in registration with Said first 
image frame based on phase matching of frequency 
domain representations derived from Said first and 
Second image frames, and produce a final image frame 
of pixel data which is a function of Said first image 
frame and Said rotated, Scaled and translated Second 
image frame; and 

a display device comprising a multiplicity of pixels for 
displaying Said final image frame. 

10. A method for ultrasound imaging comprising the Steps 
of: 

Storing first and Second image frames of ultrasound imag 
ing data; 

rotating, Scaling and translating Said Second image frame 
to be in registration with Said first image frame based 
on phase matching of frequency domain representa 
tions derived from Said first and Second image frames, 

producing a final image frame of pixel data which is a 
function of Said first image frame and Said rotated, 
Scaled and translated Second image frame; and 
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displaying Said final image frame. 
11. The method as recited in claim 10, wherein said final 

image frame of pixel data is produced by Spatially com 
pounding a Set of image frames including at least Said first 
image frame and Said rotated, Scaled and translated Second 
image frame. 

12. The method as recited in claim 10, wherein said final 
image frame of pixel data is produced by reconstructing a 
three-dimensional image from a set of image frames includ 
ing at least Said first image frame and Said rotated, Scaled and 
translated Second image frame. 

13. An imaging System comprising: 
a memory for Storing first and Second image frames of 

pixel values, 
a computer programmed to perform the Steps of 
(a) transforming Said first and Second image frames into 

first and Second frequency domain representations 
respectively using a two-dimensional Fast Fourier 
transformation; 

(b) processing said first and Second frequency domain 
representations to determine a rotation parameter and a 
Scaling parameter needed for Said first image frame to 
be in registration with Said Second image frame; 

(c) rotating said first image frame in accordance with said 
rotation parameter; 

(d) scaling said first image frame in accordance with said 
Scaling parameter, and 

(e) producing a final image frame of pixel data which is 
a function of Said rotated and Scaled first image frame 
and Said Second image frame; and 

a display device comprising a multiplicity of pixels for 
displaying Said final image frame. 

14. The imaging System as recited in claim 13, wherein 
Said computer is further programmed to perform the follow 
ing steps: 

(a) rotating and Scaling said first frequency domain rep 
resentation in accordance with Shear transformations 
that are a function of Said rotation parameter and a 
Scaling transformation that is a function of Said rotation 
parameter and Said Scaling parameter; 

(b) processing said rotated and Scaled first frequency 
domain representation and Said Second frequency 
domain representation to determine first and Second 
translation parameters, and 

(c) translating said first image frame in first and, Second 
directions in accordance with Said first and Second 
translation parameters respectively, 

wherein Said final image frame of pixel data is a function 
of Said rotated, Scaled and translated first image frame 
and Said Second image frame. 

15. The imaging System as recited in claim 13, wherein 
Said processing Step to determine rotation and Scaling 
parameters comprises the following Steps: 

(a) transforming the magnitudes of Said first and Second 
frequency domain representations into polar coordi 
nates in the frequency domain to form first and Second 
polar-logarithmic representations respectively; 

(b) transforming said first and Second polar-logarithmic 
representations into first and Second Fourier 
transformed polar-logarithmic representations respec 
tively using a two-dimensional Fast Fourier transfor 
mation; 

(c) extracting the phase from each of Said first and Second 
Fourier-transformed polar-logarithmic representations, 
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(d) transforming a phase difference between said phases 

of Said first and Second Fourier-transformed polar 
logarithmic representations using a two-dimensional 
inverse Fast Fourier transformation; 

(e) detecting a maximum in Said phase difference; 
(f) determining said rotation parameter as a function of a 

first coordinate of Said maximum; and 
(g) determining said Scaling parameter as a function of a 

Second coordinate of Said maximum. 
16. The imaging System as recited in claim 14, wherein 

Said processing Step to determine translation parameters 
comprises the following Steps: 

(a) extracting the phase from each of Said rotated and 
Scaled first frequency domain representation and Said 
Second frequency domain representation; 

(b) transforming a phase difference between said phase of 
Said rotated and Scaled first frequency domain repre 
Sentation and Said phase of Said Second frequency 
domain representation using a two-dimensional inverse 
Fast Fourier transformation; and 

(c) detecting a maximum in Said phase difference, said 
first and Second translation parameters being first and 
Second coordinates of Said maximum respectively. 

17. The imaging System as recited in claim 16, wherein 
Said computer is further programmed to perform the Step of 
comparing Said maximum phase difference to a predeter 
mined threshold. 

18. The imaging System as recited in claim 14, wherein 
Said final image frame of pixel data is produced by Spatially 
compounding a set of image frames including at least Said 
first image frame after Said rotating, Scaling and translating 
StepS and Said Second image frame. 

19. The imaging system as recited in claim 15, wherein 
Said final image frame of pixel data is produced by recon 
Structing a three-dimensional image from a set of image 
frames including at least Said first image frame after said 
rotating, Scaling and translating StepS and Said Second image 
frame. 

20. The imaging System as recited in claim 14, wherein 
Said transforming Step comprises the Steps of combining Said 
first and Second image frames in an even location-odd 
location Separation and then transforming Said combined 
image frames in a single two-dimensional Fast Fourier 
transformation. 

21. The imaging System as recited in claim 14, further 
comprising: 

an ultrasound transducer array comprising a multiplicity 
of transducer elements, 

a transmit beam former for pulsing Selected transducer 
elements during first and Second Series of transmit 
firings constituting first and Second Scans respectively; 

a receive beam former coupled to Selected transducer 
elements of Said transducer array for acquiring a 
respective receive Signal Subsequent to each transmit 
firing; 

a signal processor programmed to form first and Second 
Sets of processed signals from Said receive signals for 
Said first and Second Scans respectively; and 

a converter for converting Said first and Second Sets of 
processed Signals into Said first and Second image 
frames respectively. 

22. An imaging System comprising: 
a memory for Storing first and Second image frames of 

pixel values, 
means for transforming Said first and Second image 

frames into first and Second frequency domain repre 
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Sentations respectively using a two-dimensional Fast 
Fourier transformation; 

means for processing Said first and Second frequency 
domain representations to determine a rotation param 
eter and a Scaling parameter needed for Said first image 
frame to be in registration with Said Second image 
frame, 

means for rotating Said first image frame in accordance 
with Said rotation parameter; 

means for Scaling Said first image frame in accordance 
with Said Scaling parameter; and 

means for producing a final image frame of pixel data 
which is a function of Said rotated and Scaled first 
image frame and Said Second image frame, and 

a display device comprising a multiplicity of pixels for 
displaying Said final image frame. 

23. The imaging System as recited in claim 22, further 
comprising: 
means for rotating and Scaling Said first frequency domain 

representation in accordance with Shear transforma 
tions that are a function of Said rotation parameter and 
a Scaling transformation that is a function of Said 
rotation parameter and Said Scaling parameter; 

means for processing Said rotated and Scaled first fre 
quency domain representation and Said Second fre 
quency domain representation to determine first and 
Second translation parameters, and 

means for translating Said first image frame in first and 
Second directions in accordance with Said first and 
Second translation parameters respectively, 

wherein said final image frame of pixel data is a function 
of Said rotated, Scaled and translated first image frame 
and Said Second image frame. 

24. The imaging System as recited in claim 22, wherein 
Said processing means for determining rotation and Scaling 
parameters comprise: 
means for transforming the magnitudes of Said first and 

Second frequency domain representations into polar 
coordinates in the frequency domain to form first and 
Second polar-logarithmic representations respectively; 

means for transforming Said first and Second polar 
logarithmic representations into first and Second 
Fourier-transformed polar-logarithmic representations 
respectively using a two-dimensional Fast Fourier 
transformation; 

means for extracting the phase from each of Said first and 
Second Fourier-transformed polar-logarithmic repre 
Sentations, 

means for transforming a phase difference between Said 
phases of Said first and Second Fourier-transformed 
polar-logarithmic representations using a two 
dimensional inverse Fast Fourier transformation; 

means for detecting a maximum in Said phase difference; 
means for determining Said rotation parameter as a func 

tion of a first coordinate of Said maximum; and 
means for determining Said Scaling parameter as a func 

tion of a Second coordinate of Said maximum. 
25. The imaging System as recited in claim 23, wherein 

Said processing means for determining translation param 
eters comprise: 
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means for extracting the phase from each of Said rotated 

and Scaled first frequency domain representation and 
Said Second frequency domain representation; 

means for transforming a phase difference between Said 
phase of Said rotated and Scaled first frequency domain 
representation and Said phase of Said Second frequency 
domain representation using a two-dimensional inverse 
Fast Fourier transformation; and 

means for detecting a maximum in Said phase difference, 
Said first and Second translation parameters being first 
and Second coordinates of Said maximum respectively. 

26. The imaging System as recited in claim 23, wherein 
Said means for producing a final image frame comprise 
means for Spatially compounding a set of image frames 
including at least Said first image frame after Said rotating, 
Scaling and translating StepS and Said Second image frame. 

27. The imaging System as recited in claim 23, wherein 
Said means for producing a final image frame comprise 
means for reconstructing a three-dimensional image from a 
Set of image frames including at least Said first image frame 
after Said rotating, Scaling and translating StepS and Said 
Second image frame. 

28. A method for image frame registration, comprising the 
Steps of 

Storing first and Second image frames of pixel values, 
edge detecting Said first and Second image frames to form 

first and Second edge-detected image frames respec 
tively; 

transforming Said first and Second edge-detected image 
frames into first and Second frequency domain repre 
Sentations respectively using a two-dimensional Fast 
Fourier transformation; 

processing said first and Second frequency domain rep 
resentations to determine a rotation parameter and a 
Scaling parameter needed for Said first image frame to 
be in registration with Said Second image frame; 

rotating Said first image frame in accordance with Said 
rotation parameter; and 

Scaling Said first image frame in accordance with Said 
Scaling parameter. 

29. A System for image frame registration comprising: 
a memory for Storing first and Second image frames of 

pixel values, and 
an image registration processor programmed to perform 

the Steps of: 
(a) edge detecting said first and Second image frames to 

form first and Second edge-detected image frames 
respectively; 

(b) transforming said first and Second edge-detected 
image frames into first and Second frequency domain 
representations respectively using a two-dimensional 
Fast Fourier transformation; 

(c) processing said first and Second frequency domain 
representations to determine a rotation parameter and a 
Scaling parameter needed for Said first image frame to 
be in registration with Said Second image frame; 

(d) rotating said first image frame in accordance with said 
rotation parameter; and 

(e) scaling said first image frame in accordance with said 
Scaling parameter. 


